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EXECUTIVE SUMMARY 
 

Test Objective 
 
• In January through March of 2006, the American Community Survey (ACS) conducted 

the first test of new and modified content since the ACS reached full implementation 
levels of data collection.  The results of that testing will determine the content for the 
2008 ACS. 

 
• Heating fuel showed the highest multiple response (2.1 percent) to a single response item 

in Census 2000.  This finding suggests that some respondents in households using 
multiple heat sources may have overlooked identifying only one type of heating fuel as 
the primary source or the source used most as the question states. 

 
• For heating fuel, the objective was to evaluate whether adding an instruction to mark only 

one box will maintain or improve the non-response rate for heating fuel while decreasing 
the multiple response rate. 

 
Methodology 

 
• The control version replicated the current ACS question.  The test group modified the 

heating fuel question by including an instruction “Mark (X) one box”. 
 
Research Questions and Results 
 
• Research Question 1: Will adding the instruction “Mark (X) one box” decrease the 

number of multiple responses? 
 
• The results did not support the hypothesis that the instruction will decrease the percent of 

multiple responses.  There was no significant difference in the percentages of respondents 
who entered multiple answers for the heating fuel question at the national level (1.4 
percent for the control panel and 1.6 percent for the test panel) or in the high response 
areas (1.5 percent vs. 1.6 percent).  There was a significantly higher percent of multiple 
entries in the low response areas (1.2 percent vs. 1.7 percent). 

 
• Research Question 2: Will adding the instruction “Mark (X) one box” affect the item 

non-response rate? 
 
• The results did not support the hypothesis that the instruction maintained or improved the 

item non-response rate.  We suspect that respondents who may use more than one type of 
house heating fuel may be more inclined not to answer the house heating fuel question 
when the instruction “Mark (X) one box” is added.  There was a significantly higher 
percent of respondents who did not answer the heating fuel question at the national level 
(1.6 percent for the control panel and 2.0 percent for the test panel), however, there were 
no differences in the high (1.3 percent vs. 1.7 percent) or low (2.6 percent vs. 3.1 percent) 
response areas. 
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• Research Question 3: Will adding the instruction “Mark (X) one box” change the 
distribution of coded responses for sources of heating fuel? 

 
• The results support the hypothesis that the addition of the instruction had minimal impact 

on the distribution of heating types.  
 
Summary of Empirical Results 

 
Even though the item non-response rate was significantly higher for the test version, the 
differences are not meaningful since the ACS telephone follow-up operation used in 
production can supplement the information reported on mail questionnaires by contacting 
respondents and obtaining missing data.  However, the increase in multiple response rates, 
although not significant for the nation and high response areas, is problematic.  It suggests 
that some respondents may be confused about the test question.  Continued research using 
the ACS production files, which are now keying all reported (multiple) entries for all items 
could help clarify the heating fuel issue in the future. 
 
Empirically, the control version performed better than the test version. 
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1. BACKGROUND 
 
1.1 Motivation for the 2006 ACS Content Test 

 
In January through March of 2006, the American Community Survey (ACS) conducted 
the first test of new and modified content since the ACS reached full implementation 
levels of data collection.  The results of that testing will determine the content for the 
2008 ACS.  The year 2008 marks the first year of a three-year aggregated data product 
that includes data from the same year as the 2010 decennial census (2008 - 2010).  
Similarly, 2008 is the midpoint year for the first five-year data product that includes data 
from 2010 (2006-2010).  Given the significance of the year 2008, the ACS committed to 
a research program during 2006 that will result in final content determination in time for 
the 2008 ACS.  This research is the 2006 ACS Content Test.   

 
Through the Office of Management and Budget (OMB) Interagency Committee on the 
ACS, the Census Bureau included subject matter experts and key data users from other 
federal agencies in identifying questions for inclusion in the Content Test.  In general the 
Content Test evaluated alternatives for questions which showed some indication of a 
problem, for example, high missing data rates, estimates which differed systematically 
from other sources of the same information, or high simple response variance as 
measured in the Census 2000 Content Reinterview survey.   In addition, the Content Test 
also included testing of three new topics proposed by other federal agencies for inclusion 
in the ACS.   

 
To meet the primary objective of the 2006 ACS Content Test, analysts evaluated changes 
to question wording, response categories, instructions, or examples relative to the current 
version of the questions.  Additionally, the Content Test design reflected two secondary 
objectives.  One of the secondary objectives addressed form design alternatives for the 
basic demographic section of the form.  The second addressed the content of the 
questionnaire mailing package.  Results indicated no interaction between either of the 
two secondary objectives and the first objective addressing changes made to questions.  
Thus, this report will only address testing specific to the first objective - testing of 
alternative questions, response categories, etc..  Specifically, this report discusses heating 
fuel. 

 
1.2 Previous Testing or Analysis for Heating Fuel 

 
Data about principal house heating fuel are useful in evaluating energy needs and 
forecasting energy use.  Fuel type also provides a safety and quality of life measure by 
identifying areas that may be at risk for unhealthy air quality because of reliance on less 
efficient and less clean home heating fuels.   Legislation concerning energy policy and 
low-income energy assistance requires the use of house heating fuel information. 

 
The 1940 and 1950 censuses asked two separate questions about the principal fuel used 
for heating and cooking.  The 1960, 1970, and 1980 censuses asked these questions and 
added one about the fuel most used for heating water.  The 1990 and 2000 questions 
asked only about the fuel used most for heating the house or apartment (or mobile home, 
in 2000), omitting the items about fuel used for heating water and cooking.  Additionally, 
these last two censuses included “solar energy” as an answer option.  In 1980, 1990, and 
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2000 separate questions about the cost of electricity, gas, oil, coal, kerosene, wood, and 
other fuels provided an indirect measure of household fuel consumption. 

 
The Census 2000 Content Reinterview Survey showed a low index of inconsistency 
overall.  However, based on information cited in the attached memorandum entitled, “A 
Modest Proposal for the Capture and Edit of Multiple Answers to Single-Answer 
Questions in the American Community Survey,” prepared by Sue Love, dated February 
9, 2004, heating fuel had the highest multiple response (2.1 percent) to a single response 
item in Census 2000.  This finding suggests that some respondents using multiple heat 
sources may have overlooked identifying only one type of heating fuel as the primary 
source or the source used most often.   

 
Westat conducted 44 cognitive interviews early in 2005 with individuals from the 
Washington, DC and Baltimore, MD areas utilizing both mail (self-administered) and 
telephone (interviewer administered) survey modes.  Participants varied in different types 
of ownership.  For this item, there was one question tested identical to the test question 
on page 1 (adding “Mark (X) one box”.) 
 
The findings from the cognitive study indicate that other than some renters not knowing 
the types of fuels used, relatively few respondents should have difficulty choosing a main 
source of heat.  Westat recommended the use of the test version 
 
(See Appendix B for the full report) 

 
2. RESEARCH QUESTIONS AND SELECTION CRITERIA 

 
2.1  Research Question 1 
 
Will adding the instruction “Mark (X) one box” decrease the number of multiple 
responses? 
 
The change will result in a decrease in multiple responses for the test version.  
 
2.2  Research Question 2 
 
Will adding the instruction “Mark (X) one box” affect the item non-response rate? 
 
The item non-response rate for the test is equivalent or better than control. 
 
2.3  Research Question 3 
 
Will adding the instruction “Mark (X) one box” change the distribution of coded 
responses for sources of heating fuel? 

There will be a change in heating fuel source distributions by adding the instruction (Note 
that since previous research has shown that multiple responses for this question to be less 
than 3%, we expect the change in distribution to be minimal.) 
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3. METHODOLOGY 

 
3.1 Data Collection Methods 

 
3.1.1 The 2006 ACS Content Test data collection 
 
The 2006 ACS Content Test consisted of a national sample of approximately 62,900 
residential addresses in the contiguous United States. (The sample universe did not 
include Puerto Rico, Alaska and Hawaii). To meet the primary test objective of 
evaluating question wording changes, approximately half of the sample addresses were 
assigned to a test group (31,450) and the other half to a control group (31,450).  For the 
topics already covered in the ACS, the test group included the proposed alternative 
versions of the questions, and the control group included the current version of the 
questions as asked on the ACS.   Both the test and control questionnaires included three 
new topics not currently on the ACS.  Both test and control included the three new topics 
to keep context and questionnaire length consistent between the two versions. 
 
The ACS Content Test used a similar data collection methodology as the current ACS, 
though cost and time constraints resulted in some deviations.  Initially, the ACS collects 
data by mail from sampled households, following a mailing strategy geared at 
maximizing mail response (i.e., a pre-notice letter, an initial questionnaire packet, a 
reminder postcard, and a replacement questionnaire packet). The Content Test 
implemented the same methodology, mailing each piece on the same dates as the 
corresponding panel in the ACS.  However, the Content Test did not provide a toll-free 
number on the printed questionnaires for respondents to call if they had questions, as the 
ACS does.  The decision to exclude this service in the Content Test primarily reflects 
resource issues in developing the materials needed to train and implement the operation 
for a one-time test.  However, excluding this telephone assistance allows us to collect 
data that reflects the respondent’s interpretation and response without the aid of a trained 
Census Bureau interviewer. 
 
The ACS follows-up with mail nonrespondents first by Computer Assisted Telephone 
Interviewing (CATI) if a phone number is available, or by Computer Assisted Personal-
visit Interviewing (CAPI) if the unit cannot be reached by mail or phone.  For cost 
purposes, the ACS subsamples the mail and telephone nonrespondents for CAPI 
interviewing.  In comparison, the Content Test went directly to CAPI data collection for 
mail nonrespondents, dropping the CATI data collection phase in an effort to address 
competing time and resource constraints for the field data collection staff.  While 
skipping the CATI phase changes the data collection methods as compared to the ACS, 
eliminating CATI allowed us to meet the field data collection constraints while also 
maintaining the entire mail nonrespondent universe for possible CAPI follow-up.  Using 
CATI alone for follow-up would have excluded households for whom we do not have a 
phone number. 
 
The ACS also implements an edit procedure on returned mail questionnaires, identifying 
units for follow-up who provided incomplete information on the form, or who reported 
more than five people living at the address. (The ACS questionnaire only has space to 
collect data for five people.)   This is called the Failed Edit Follow Up operation (FEFU). 
The ACS calls all households identified as part of the FEFU edit to collect the remaining 
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information via a CATI operation.  The Content Test excluded this follow-up operation in 
favor of a content reinterview, called the Content Follow-Up (CFU).  The CFU also 
contacts households via CATI but the CFU serves as a method to measure response error, 
providing critical evaluative information.  The CFU operation included all households 
who responded by mail or CAPI and for whom we had a phone number. More 
information about the CFU operation follows below. 
 
The Content Test mailed questionnaires to sampled households around December 28, 
2005, coinciding with the mailing for the ACS January 2006 panel.  The Content Test 
used an English-only mail form but the automated instruments (both CAPI and CFU) 
included both English and Spanish translations.  Beginning February 2006, a sample of 
households that did not respond by mail was visited by Census Bureau field 
representatives in attempt to collect the data. The CAPI operations ended March 2, 2006.  

 
3.1.2 Content Follow-Up data collection 

 
The CFU reinterview, conducted by the Census Bureau’s three telephone centers, 
provided a method for measuring response error.  About two weeks after receiving the 
returned questionnaire or completed CAPI interview, the responding unit entered the 
CFU operation.  Telephone staff completed the CFU interviews between January 17 and 
March 17, 2006.  At the first contact with a household, interviewers asked to speak with 
the original respondent.  If that person was not available, interviewers scheduled a 
callback at a time when the household member was expected to be home.  If at the second 
contact we could not reach the original respondent, interviewers completed the interview 
with another adult household member.  
 
The CFU reinterview did not replicate the full ACS interview.  Rather, the CFU used the 
roster and basic demographic information from the original interview and only asked 
questions specific to the analytical needs of the Content Test.  Reinterview questions 
were of two general formats:  the same question as asked in the original interview (in 
some cases, modified slightly for a CATI interview), or a different set of questions 
providing more detail than the question(s) asked in the original interview for the same 
topic.  For topics in which the CFU asked the same question as the original interview, the 
CFU asked the test or control version of the question based on the original treatment.  For 
these cases, the goal was to measure the reliability of the answers – how often we 
obtained the same answer in the CFU as we did in the original mail or CAPI data 
collection.  For topics using a different question or set of questions than the original 
interview, we asked the same detailed series of questions regardless of the original 
treatment condition.  Generally, these questions were more numerous than what we could 
ask in the ACS.  In some cases the questions came from another existing survey, for 
example, for labor force, we asked the labor force questions from the Current Population 
Survey questions.  In other cases the CFU asked additional probing questions based on 
prior testing results, such as for health insurance.  For these topics, the goal was to 
measure how close the original answers were to the more detailed CFU answers. 
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3.2 Sample Design 
 

The sample design for the ACS Content Test consisted of a multi-stage design, with the 
first stage following the Census 2000 Supplementary Survey (C2SS) design for the 
selection of Primary Selection Units (PSUs) defined as counties or groups of counties.  
The first stage selection of PSUs resulted in 413 PSUs or approximately 900 counties 
being selected. 
 
Within sampled PSUs, households were stratified into high and low response strata based 
on tract-level mail response rates to the Census 2000 long form and a stratified systematic 
sample of households was selected.  The strata were defined such that the high response 
stratum contained 75 percent of the housing units that reside in tracts with the highest 
mail response rate.  The balance of the tracts was assigned to the low response stratum. 
To achieve similar expected number of mail returns for the high and low response strata, 
55 percent of the sample was allocated to the low response strata and 45 percent to the 
high response strata. 
 
A two-stage sampling technique was used to help contain field costs for CAPI data 
collection.  The initial sample of PSUs was sorted by percentage of foreign-born 
population since the majority of that target population responds via CAPI.  At least one 
item undergoing testing in the content test required an adequate sample of this 
population.  The 20 PSUs with the highest percentage of foreign-born population were 
included with certainty and the remaining PSUs were sampled at a rate of 1 in 3.  For the 
second stage, mail nonresponding households were sampled at a rate of 1 in 2 within the 
top 20 PSUs and at a sampling rate of 2 in 3 within the remaining PSUs.  The final design 
designated 151 PSUs be included in the CAPI workload. 
 
In the majority of PSUs, we assigned cases to both the control and test groups.  To 
maintain field data collection costs and efficiencies, PSUs with an expected CAPI 
workload of less than 10 sampled addresses had all of their work assigned to only one 
treatment (either control or test). The PSUs were allocated to the two groups such that the 
aggregated PSU characteristics between the two groups are similar for employment, 
foreign born, high school graduates, disabled, poverty status, tenure, and Hispanic origin. 
For more information on the 2006 ACS Content Test sample design, see Asiala (2006). 
 
There was no sampling for CFU.  A CFU interview was attempted for all responding 
households to the Content Test for which we had a phone number.   
 
 
3.3 Methodology Specific to the Research Questions  

 
In order to evaluate the test version, responses from the control panel that gave multiple 
fuel sources were coded to a single fuel source. 
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4. LIMITATIONS 
 
4.1 General Content Test and Content Follow Up Limitations 

 
As noted in section 3.1, Data Collection Methods, the Content Test maintained the same 
general mail data collection methodology as the ACS, but differed in the mail 
nonresponse follow-up operations.  In general the deviations did not impact the validity 
of the results, and in many cases increased the effectiveness of the testing.  However, 
some aspects of the Content Test implementation should be considered in evaluating the 
data. 
 
• As noted, the Content Test did not include CATI data collection in order to meet 

field data collection constraints.  While the design of the Content Test allowed all 
sampled housing units an opportunity to participate even without CATI, questions 
administered differently over the phone did not get the benefit of a full CATI 
operation (though some of the CAPI interviews actually do occur by phone).  
However, since only ten percent of ACS data is collected by CATI and CATI 
interviewers are trained to help respondents understand question intent and 
response categories, overall ACS data quality should not suffer when questions 
are implemented using CATI.    

 
• Though the test design required that field interviewers work only control or only 

test cases, interviewers in both conditions worked regular ACS production 
interviews at the same time they completed the Content Test cases.  By design the 
control instrument very closely replicated the ACS production instrument, only 
differing in the addition of the three newly proposed topics.  As a result, 
interviewers in the test condition had to learn and use two very different 
instruments, while control interviewers used basically the same instrument 
between their Content Test cases and ACS production.  Thus, test interviewers 
experienced more challenges in completing their overall caseload.  Interviewer 
debriefing suggested that test interviewers had some difficulty dealing with the 
two very different instruments simultaneously which may have some impact on 
the administration of the test version. 

 
• On the first day of CFU interviewing, we discovered a usability problem with the 

CFU instrument.  Left unaddressed, the usability problem could have potentially 
impacted comparisons between the Content Test and CFU responses when 
looking specifically at gross difference rate or simple response variance 
calculations.  However, we immediately implemented two steps to mitigate any 
data problems -- a special instruction sheet to remind interviewers about how to 
avoid the potential problem and a procedure to report any problems to 
headquarters for repair.  Interviewers followed the instructions and reported 90 
cases to us.  Post-collection processing corrected all reported errors, though it is 
possible that some cases went unreported. 

 
• The CFU universe did not include non-telephone households and vacant housing 

units.  This only affects those question topics included in the CFU study that are 
related to the non-telephone household or vacant universes. 
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4.2 Limitations Specific to Heating Fuel 
 

None 
 

5. RESULTS 
 
5.1 Response to the Content Test and Content Follow-Up 

 
Control and test treatments groups obtained equivalent response rates overall, and for 
each mode of collection.  Similarly, response to the Content Test is comparable to 
response for the production ACS. 
 
The table below gives the weighted response rates for each data collection operation and 
a test of differences between the control and test groups.  The overall response rate 
reflects the final response to the initial data collection (mail and CAPI only). There were 
no significant differences between response rates for the control and test groups.  Note 
that the denominator for each calculation included only eligible cases for each mode.   
 
 

 
Table 1.  Content Test Response Rates, Control vs. Test 

Response Rate  
Total 
(%) 

Control 
 (%) 

Test 
(%) 

Difference 
 (%) 

Margin of 
Error 
(%) Significant 

Overall response rate 95.7 95.8 95.5 -0.3 ± 0.9 No 

     Mail response rate 51.3 51.5 51.2 -0.3 ± 2.2 No 

     CAPI response rate 92.4 92.6 92.1 -0.4 ± 1.7 No 

CFU response rate 76.2 75.9 76.4  0.5 ± 1.6 No 

 
 

5.2 Research Question 1 - Will adding the instruction “Mark (X) one box” 
decrease the number of multiple responses? 
 
Data included in Table 2 indicate that the addition of the instruction “Mark (X) one box” 
did not significantly change the percentage of respondents reporting multiple fuels when 
the test versions were compared with the control version.  There was no significant 
difference between respondents who entered multiple answers for the heating fuel 
question at the national level (1.4 percent for the control panel and 1.6 percent for the test 
panel) and in the high response areas (1.5 percent vs. 1.6 percent).  There was a 
significantly higher percent of multiple entries in the low response areas (1.2 percent vs. 
1.7 percent). 

 
Consequently, the results did not support the hypothesis that the instruction will decrease 
the percent of multiple responses. 
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5.3 Research Question 2 - Will adding the instruction “Mark (X) one box” affect 
the item non-response rate? 
 
The item nonresponse rate (INR) measures the proportion of housing unit or person 
responses with “missing data.”  Note that the definition of missing data varies across 
topics. For purposes of this topic, item response is simply the proportion of times the 
heating fuel question is not answered. 

 
Data included in Table 1 indicate that a slightly higher percentage of respondents in the 
test version (2.0 percent) did not provide a response to the question on principal house 
heating when compared with the control panel (1.6 percent) at the national level.  
However, there were no significant differences between the test and control item non-
response rates when the data were examined within the high (1.3 percent vs. 1.7 percent) 
or low (2.6 percent vs. 3.1 percent) response areas. 

 
The results did not support the hypothesis that the instruction will maintain or improve 
the item non-response rate.  There is some evidence to suggest that respondents who may 
use more than one type of house heating fuel may be more inclined not to answer the 
house heating fuel question when the instruction “Mark (X) one box” is added.   
 
We considered recommending dropping the instruction “Mark (X) one box” and revising 
the wording for heating fuel to “Which FUELS are used MOST for heating this house, 
apartment, or mobile home?”  Since legislative interest is for general fuel use, and not 
which fuel is used most, we considered amending the question to allow respondents to 
list all heating sources.  This would also enable us to evaluate more detailed fuel usage in 
different areas of the country.  However, we feel further research and testing are 
necessary.      
 
5.4 Research Question 3 - Will adding the instruction “Mark (X) one box” 
change the distribution of coded responses for sources of heating fuel? 

 
The chi-square statistic measures the difference in the control and test distributions for a 
given question.  If the statistic is significantly large, the distributions are not the same. 

 
Data included in Tables 3, 4, and 5 using the Pearson Chi-Square test (adjusted for the 
sample design) did not indicate that any significant differences in the distribution rates 
for principle heating fuel between the test and control versions at the national level and 
within the high and low response areas.  There were very slight differences in the 
proportion of households reporting “Gas from underground pipes” and “Fuel oil” when 
the test version was compared with the control at the national level and within the high 
response areas.  In the low response area, there were no significant differences among the 
house heating fuel types when the test version was compared with the control. 

 
The results support the hypothesis that the addition of the instruction had minimal impact 
on the distribution of heating types. 
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6. SUMMARY OF EMPIRICAL RESULTS 
 
Even though the item non-response rate was significantly higher for the test version, the 
differences are not meaningful since the ACS telephone follow-up operation used in 
production can supplement the information reported on mail questionnaires by contacting 
respondents and obtaining missing data.  However, the increase in multiple response 
rates, although not significant for the nation and high response areas, is problematic.  It 
suggests that some respondents may be confused about the test question.  Continued 
research using the ACS production files, which are now keying all reported (multiple) 
entries for all items, could help clarify the heating fuel issue in the future. 
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Appendix A 

 
CONTENT TEST INFORMATION PAGE 

For 
HEATING FUEL (no CFU required) 

 
 
Question Wording: 
 

Current ACS Wording Content Test Wording 
Which FUEL is used MOST for heating this house, 
apartment, or mobile home? 
 
9 Gas: from underground pipes serving the         

neighborhood    
9 Gas: bottled, tank, or LP 
9 Electricity 
9 Fuel oil, kerosene, etc. 
9 Coal or coke 
9 Wood 
9 Solar energy 
9 Other fuel 
9 No fuel used 

 
 

Which FUEL is used MOST for heating this house, 
apartment, or mobile home? 
 
 Mark (X) one box 
9 Gas: from underground pipes serving the         

neighborhood 
9 Gas: bottled, tank, or LP 
9 Electricity 
9 Fuel oil, kerosene, etc. 
9 Coal or coke 
9 Wood 
9 Solar energy 
9 Other fuel 
9 No fuel used 

 
 

Research Questions & Evaluation Measures: 
 

No. Research Questions Evaluation Measures 

1. Will adding the instruction “Mark (X) one box” decrease 
the number of multiple responses 

Compare the percent of cases with multiple responses 
between the test and control 

2.  Will adding the instruction “Mark (X) one box” affect the 
item non-response rate 

Compare item non-response rates between the test and 
control 

3. Will adding the instruction “Mark (X) one box” change the 
distribution of coded responses for sources of heating fuel?

Compare the heating fuel source distributions between 
the test and control  
 
- Cases in the control panel with multiple responses 
will be coded using the production coding rules, i.e., 
the first marked response in the list of responses 
categories will be selected 
 
- Those cases in the test panel with multiple   responses 
will be excluded 

 
Selection Criteria: 
  

Research Q  Criteria 

1 Decrease in multiple responses for the test version (minimum criteria for accepting test version) 

2 Item non-response rate for the test is equivalent or better than control 

3 There will be a change in heating fuel source distributions by adding the instruction (Note that since 
previous research has shown that multiple responses for this question to be less than 3%, we expect the 
change in distribution to be minimal) 
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Appendix C 
 

 
 

Table 1.  Item Non-response Rates Principal Heating Fuel Question 

 
 
Strata 

 
Control 

(%) 

 
Test 
(%) 

 
Difference 

(%) 

Margin of 
Error 
(%) 

 
 

Significant 

  National 1.6% 2.0% 0.5% + 0.4% Yes 

  High Response Area 1.3% 1.7% 0.4% + 0.5% No 

  Low Response Area 2.6% 3.1% 0.6% + 0.6% No 
  
  

Table 2. Multiple response rates for House Heating Fuel by Strata 

Strata  
Control 

(%) 

 
Test 
(%) 

 
Difference 

(%) 

Margin of 
Error 
(%) 

 
 

Significant 

  National 1.4% 1.6% 0.2% + 0.2% No 

  High Response Area 1.5% 1.6% 0.1% + 0.3% No 

  Low Response Area 1.2% 1.7% 0.5% + 0.3% Yes 
        
  
  

Table 3.  Distribution Rates for Principal Heating Fuel –National  

 
 
Heating Fuel 

 
Control 

(%) 

 
Test 
(%) 

 
Difference 

(%) 

Margin of 
Error 
(%) 

 
 

Significant 

Gas: Underground pipes 49.9% 52.5% 2.7% + 2.1% Yes 

Gas: Bottled 6.2% 5.8% -0.5% + 1.2% No 

Electricity 32.3% 31.2% -1.1% + 2.0% No 

Fuel oil 8.9% 7.4% -1.5% + 1.3 % Yes 

Coal or coke 0.2% 0.1% -0.1% + 0.2% No 

Wood 1.8% 2.1% 0.3% + 0.6% No 

Solar energy 0.0% 0.0% 0.0% + 0.0% No 

Other fuel 0.3% 0.4% 0.1% + 0.2% No 

No fuel used 0.4% 0.5% 0.1% + 0.1% No 

Total 100.0% 100.0%    
χ2 = 9.4 with 7 degrees of freedom, not significant at 0.10 level  (Note that the categories “Solar energy” 
and “other fuels” were collapsed to ensure sufficient cell sizes for calculating in the χ2 statistic.)   
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Table 4.  Distribution Rates for Principal Heating Fuel –High Response Area 

 
 
Heating Fuel 

 
Control 

(%) 

 
Test 
(%) 

 
Difference 

(%) 

Margin 
of Error 

(%) 

 
 

Significant 

Gas: Underground pipes 50.5% 53.5% 3.0% + 2.6% Yes 

Gas: Bottled 6.9% 6.3% -0.6% + 1.5% No 

Electricity 30.4% 29.4% -1.0% + 2.5% No 

Fuel oil 9.3% 7.4% -2.0% + 1.6% Yes 

Coal or coke 0.2% 0.2% -0.1% + 0.3% No 

Wood 2.0% 2.5% 0.5% + 0.8% No 

Solar energy 0.0% 0.0% 0.0% + 0.0% No 

Other fuel 0.3% 0.4% 0.1% + 0.2% No 

No fuel used 0.3% 0.3% 0.0% + 0.1% No 

Total 100.0% 100.0%    
χ2 = 9.6 with 7 degrees of freedom, not significant at 0.10 level (Note that the categories “Solar energy” 
and “other fuels” were collapsed to ensure sufficient cell sizes for calculating in the χ2 statistic.)   
  
   
 
 

Table 5.  Distribution Rates for Principal Heating Fuel –Low Response Area 

 
 
Heating Fuel 

 
Control 

(%) 

 
Test 
(%) 

 
Difference 

(%) 

Margin 
of Error 

(%) 

 
 

Significant 

Gas: Underground pipes 47.4% 48.8% 1.4% + 2.0% No 

Gas: Bottled 3.8% 3.9% 0.1% + 0.8% No 

Electricity 39.2% 37.6% -1.6% + 2.0% No 

Fuel oil 7.3% 7.4% 0.2% + 0.8% No 

Coal or coke 0.1% 0.0% -0.1% + 0.1% No 

Wood 1.0% 0.8% -0.2% + 0.4% No 

Solar energy 0.0% 0.0% 0.0% + 0.0% No 

Other fuel 0.2% 0.2% 0.0% + 0.1% No 

No fuel used   0.9% 1.1% 0.2% + 0.3% No 

Total 100.0% 100.0%    
χ2 = 6.0 with 7 degrees of freedom, not significant at 0.10 level (Note that the categories “Solar energy” 
and “other fuels” were collapsed to ensure sufficient cell sizes for calculating in the χ2 statistic.)   
 

 


